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Abstract 

The rapid proliferation of  fake news, misinformation, and disinformation 
poses a tremendous threat to the integrity of  news and media production. 
This hazard is augmented by the instantaneous capacity to disseminate 
fallacious content globally with simply a touch of  a button. As a result of  
this comprehension, this study aims to enhance the efficiency of  fact-
checking through the application of  artificial intelligence (AI) by developing 
AI models to accurately classify trustworthy news, which improves the 
detection and containment of  fake news. Additionally, the study seeks to 
raise awareness regarding the importance of  news verification, which is 
achieved by ensuring information validity via AI and providing reports that 
evaluate the effectiveness of  these novel techniques. We experimented with 
several machine learning models and determined the Support Vector 
Machine (SVM) was the best performing, which classified news articles with 
98.60 percent accuracy by analyzing the first one thousand characters in 
news articles.  

Introduction 

In the digital age, the rapid dissemination of  information has 
transformed the landscape of  news and media. This transformation has 
simultaneously facilitated the proliferation of  fake news, which is a 
significant challenge to maintaining credible and reliable information 
sources. Fake news is defined as fabricated information that mimics the style 
of  legitimate news articles. The circulation of  fake news can mislead the 
public, influence political decisions, and create widespread confusion 
(Alrakhawi et al. 2023; Abunasser et al. 2023). The advent of  sophisticated 
artificial intelligence (AI) technologies has exacerbated this problem (Saleh 
et al. 2020; El-Habil and Abu-Naser 2022; Barhoom, Al-Hiealy, and Abu-
Naser 2022). Advanced AI models are now capable of  generating highly 
realistic fake news articles, which makes it increasingly difficult for 
individuals to distinguish between factual and fabricated content (Abunasser 
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et al. 2023; Zarandah, Daud, and Abu-Naser 2023; Arqawi et al. 2022). This 
technological progress necessitates the development of  robust methods for 
detecting and mitigating the spread of  fake news. Traditionally, detecting 
fake news relied upon manual fact-checking and content verification. While 
this can be an effective method, it is time-consuming and labor intensive, 
which renders it impractical for real-time applications. Therefore, automated 
solutions have become essential in the fight against fake news (Alkayyali, 
Idris, and Abu-Naser 2023; Abunasser et al. 2023). 

Support Vector Machines (SVM) is one of  the machine learning 
techniques available to detect fake news (Taha, Ariffin, and Abu-Naser 
2023), which has proven to be powerful for text classification tasks 
(Abunasser et al. 2022). SVMs are particularly effective in high-dimensional 
spaces and provide a high degree of  accuracy with relatively low 
computational complexity. In this paper, we propose an SVM-based model 
for the automatic classification of  news articles, which is aimed at 
distinguishing between real and fake news with high precision (Abunasser et 
al. 2022; Alayoubi et al. 2022). Our approach examines the first one 
thousand characters of  an individual news article to perform the 
classification (Almasri, Yahaya, and Abu-Naser 2022; Zarandah, Daud, and 
Abu-Naser 2023). We aim to efficiently flag suspicious content without the 
need for extensive processing of  the entire article, which is achieved by 
narrowing the focus to the initial one thousand words of  the article 
(Almasri, Yahaya, and Abu-Naser 2022; Alkayyali, Idris, and Abu-Naser, 
2023). Our model achieves an accuracy rate of  98.60 percent, which 
demonstrates its potential as a practical solution for real-time fake news 
detection. This manuscript includes the objectives of  the study, the 
significance of  the study, review of  related work in the field of  fake news 
detection, the methodology and design of  our SVM model, the 
experimental results and performance evaluation, as well as the summary of  
our contributions. 

Objectives of  the Study 

This study aims to enhance the efficiency of  fact-checking by 
developing AI-based models for accurate news classification. Additionally, 
the study aims to raise awareness regarding the importance of  news 
verification and provide periodic reports to evaluate the effectiveness of  AI 
techniques in this domain. The goal of  this research is to apply machine 
learning algorithms to achieve highly accurate results while verifying the 
authenticity of  news disseminated on social media platforms. 

Significance of  the Study  

The significance of  this study lies in its potential to revolutionize the 
fact-checking process through efficient and reliable advanced AI techniques. 
The study enhances the detection and containment of  fake news by 
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developing AI models for news classification, which ensures accurate and 
verified information reaches the public. It also promotes media literacy by 
raising awareness regarding the importance of  news verification and the 
need for rigorous fact-checking practices. Furthermore, the study provides a 
robust framework for understanding the practical implications and potential 
improvements in AI news verification systems, which benefits policymakers, 
media professionals, and technology developers. Ultimately, it highlights the 
transformative potential of  AI as it relates to upholding standards of  truth 
and accuracy in journalism, which fosters a more informed and resilient 
media environment. 

Review of  Related Work 

Due to the proliferation of  misinformation, the detection of  fake 
news is a growing field within machine learning and information science. 
Various methodologies have been explored to detect and mitigate fake news. 
This section critically analyzes traditional, machine learning, deep learning, 
hybrid, and SVM approaches to examine their strengths, limitations, and 
applicability. 

Traditional Approaches 

Early efforts to detect fake news primarily relied upon manual fact-
checking and verification. Organizations such as FactCheck.org, Snopes, and 
PolitiFact played a pivotal role in identifying and debunking false claims. 
While these methods are thorough and accurate, they rely on human 
expertise to methodically scrutinize complex and context-sensitive news, 
which is not scalable due to the sheer volume of  news content that is 
continually generated (Allcott and Gentzkow 2017; Bondielli and Marcelloni 
2019; Conroy, Rubin and Chen 2015; Devlin et al. 2019). The weaknesses of  
the traditional approach to news verification are a lack of  scalability (Allcott 
and Gentzkow 2017; Bondielli and Marcelloni 2019). The manual effort 
required renders it impractical for real-time and large-scale detection as the 
volume of  news that is perpetually generated is overwhelming. 

Machine Learning Approaches 

With the advent of  machine learning, researchers developed 
automated systems to detect fake news more efficiently. Various machine 
learning algorithms have been employed to classify news articles based on 
textual features. These include Naive Bayes, Decision Trees, and Random 
Forests, which have been employed to classify news articles based on textual 
features (Gentzkow 2017). For example, Bondielli and Marcelloni (2019) 
utilized linguistic features—such as n-grams, readability, and syntax—to 
train classifiers for the purpose of  fake news detection. Similarly, Conroy, 
Rubin and Chen (2015) explored the use of  linguistic and stylistic features to 
distinguish between true, false, and satire news. These models can efficiently 
handle large datasets and offer relatively good accuracy. However, traditional 
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machine learning algorithms often suffer from limitations in comprehending 
deeper semantics or nuanced context in news articles (Conroy, Rubin and 
Chen 2015). They also require substantial feature engineering, which can be 
labor-intensive and prone to bias. 

Deep Learning Approaches 

Deep learning models, particularly those based on neural networks, 
have demonstrated great promise in enhancing the accuracy of  fake news 
detection. Convolutional Neural Networks (CNNs) and Recurrent Neural 
Networks (RNNs) have been used to capture complex patterns in textual 
data (Devlin et al. 2019). The research conducted by Wang (2017) 

introduced LIAR, a benchmark dataset for fake news detection. LIAR 
applied a CNN-based model to achieve significant improvements in 
classification accuracy. Additionally, Mikolov et al. (2013) proposed the CSI 
model, which combines content, social context, and user activity patterns to 
detect fake news using a hybrid CNN and RNN architecture. This model 
demonstrated the effectiveness of  incorporating diverse sources of  
information to improve detection performance. Deep learning models 
provide the capability to automatically learn and extract complex patterns in 
text, which eliminates the need for manual feature extraction. They also 
perform well in scenarios involving large-scale and unstructured data, such 

as fake news (Mikolov et al. 2013). However, these models require 
significant computational resources and large datasets to be effective. 
Moreover, their interpretability remains a challenge (Zhou and Zafarani 
2018). Further, the ‘black-box’ nature of  deep learning models hinders the 
understanding of  how conclusions are drawn, which raises concerns 
pertaining to transparency and fairness. 

Hybrid Approaches 

Hybrid approaches integrate multiple features and methods, which 
have been explored to enhance the robustness of  fake news detection 
systems. Ruchansky, Seo, and Liu (2017) proposed a combination of  

content-based features with social network analysis to improve detection 
performance. This approach leverages the relationship between content and 
its dissemination patterns on social media to identify fake news. Similarly, 
Shu et al. (2017) utilized linguistic and network-based features to detect 
deceptive news articles, which highlight the importance of  combining 
different types of  data to improve accuracy. Hybrid models offer the 
capability to leverage diverse data sources, which improves the robustness 
and accuracy of  detection systems. As such, they capture both the content 
and contextual dissemination of  fake news, which provides a more holistic 
view of  misinformation. However, these models are complex to implement 

and suffer from scalability issues. The integration of  different data types 
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(e.g., social media analysis) also raises privacy and ethical concerns, 
particularly when analyzing user behavior across platforms (Vosoughi, Deb, 
and Aral 2018). 

SVM-Based Approaches 

Support Vector Machines (SVM) are widely recognized for effective 
text classification due to their ability to handle high-dimensional data and 
their robustness against overfitting (Vosoughi, Deb, and Aral 2018). SVM 
models have been applied to fake news detection with promising results. 
Wang (2017) utilized an SVM model through a combination of  content and 
context features to detect fake news. This approach demonstrated the 

efficacy of  SVMs in identifying deceptive content with high accuracy. SVM 
models are efficient, easy to interpret, and less computationally expensive 
when compared to deep learning models, which make them suitable for real-
time applications. However, SVMs rely heavily on the quality of  features 
selected for training. If  critical features are missed or inaccurately defined, 
then their performance degrades. Additionally, SVMs may not perform as 
well with highly complex and nonlinear relationships in data, which is where 
deep learning models exhibit an advantage (Vosoughi, Deb, and Aral 2018). 

Recent Advancements and Challenges 

Recent advancements in Natural Language Processing (NLP)—such 
as the development of  transfer learning models like BERT and GPT—
present an opportunity to enhance fake news detection. These models excel 
at understanding nuanced context, which is often found in news articles, and 
can be fine-tuned for specific fake news detection tasks (Zhou and Zafarani 
2018). Despite these advancements, there are persistent challenges, which 
include the evolving nature of  fake news strategies, limited datasets, and the 
need for real-time detection capabilities. Transfer learning models also 
require extensive computational power, which may not be feasible for 
smaller organizations (Bondielli and Marcelloni 2019). 

Evolution of  Fake News 

The strategies used to disseminate fake news is continuously evolving 
to bypass detection mechanisms, which renders it essential for detection 
systems to dynamically adapt. Traditional models often struggle to keep pace 
with these changes, which highlight the need for more flexible and adaptive 
approaches (Wang 2017). 

Dataset Limitations 

The availability of  large and annotated datasets remains a significant 
bottleneck in the development of  effective fake news detection models. 

Many existing datasets are limited in size or scope, which restricts the 
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training and evaluation of  robust models. Comprehensive datasets have 
been compiled—such as the LIAR dataset—and are publicly available on 
platforms like Kaggle (2023), which are crucial for advancing research. 

Real-Time Detection 

The necessity for real-time fake news detection systems presents a 
unique challenge. While accurate, traditional machine learning models often 
require significant processing time, which renders them impractical for real-
time applications. Approaches that balance accuracy with computational 
efficiency are needed to address this issue (Bondielli and Marcelloni 2019). 

Integration with Social Media and Network Analysis 

Incorporating social media and network analysis into fake news 
detection systems has shown promise. Researchers can gain additional 
insight into the credibility of  the content by analyzing the dissemination 
patterns of  news articles across social networks. Shu et al. (2017) 
demonstrated the potential of  these hybrid approaches, which combine 
content-based features with social network analysis to improve detection 
performance. 

Multimodal Approaches 

Recent research has explored multimodal approaches, which integrate 
textual, visual, and contextual features. These methods aim to capture a 
comprehensive view of  the content and context, which potentially provides 
more accurate classifications. For example, some studies incorporate both 
image analysis and textual analysis to identify inconsistencies between text 
and the accompanying images (Jin et al. 2016). 

Ethical Considerations 

The development and deployment of  AI fake news detection systems 
raises ethical considerations. Ensuring transparency, fairness, and 
accountability is crucial to prevent unintended consequences, such as 
censorship or suppression of  legitimate news. Researchers must consider 
these ethical implications and strive to develop systems that are both 
effective and fair (Mikolov et al. 2013). 

Our Contribution 

Our work leverages the strengths of  SVMs to achieve rapid and 
accurate classification. Our approach aims to balance the trade-off  between 
computational efficiency and detection accuracy by targeting the first one 
thousand characters. Our SVM model can quickly process and classify news 
content by limiting the analysis to the first one thousand characters. This 
approach exploits the fact that the initial portion of  an article typically 
contains the core information, which allows for swift and accurate 
preliminary assessment. This efficiency is crucial for real-time applications 
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where rapid decision making is essential. As a result, our SVM model 
achieves an impressive accuracy rate of  98.60 percent. This high level of  
precision underscores the model's effectiveness while exhibiting minimal 
false positives and negatives. Such accuracy is vital for the practical 
deployment of  these systems in real world scenarios while maintaining 
public trust in automated detection systems. Moreover, the model's design 
ensures scalability, which makes it suitable to integrate into various 
platforms. This includes social media, news websites, and other digital 
content providers. The ability to handle large volumes of  data efficiently is 
critical for maintaining a high level of  trustworthy performance in real world 
applications. Our SVM approach remains robust and scalable whether 
processing a continuous stream of  incoming articles or analyzing historical 
data, which ensures reliable performance across different scales of  
operation. 

Our SVM model demonstrates remarkable adaptability despite the 
constantly evolving tactics of  those who disseminate fake news. The model 
can effectively capture new patterns and trends in fake news generation by 
utilizing a flexible architecture and robust feature selection. This adaptability 
ensures that our detection system remains effective and up to date, which 
provides reliable protection against the latest forms of  misinformation and 
deception. While our primary focus is leveraging SVMs for fake news 
detection, our approach also serves as a foundation for incorporating hybrid 
methodologies. By integrating complementary techniques—deep learning, 
social network analysis, and semantic analysis—we can enhance the accuracy 
and depth of  our SVM’s detection capabilities. This hybrid approach offers a 
comprehensive solution that addresses multiple facets of  fake news 
detection, which ensures comprehensive coverage and robustness. For 
example, integrating deep learning models—CNNs or RNNs—alongside 
our SVM classifier can enable the capturing of  complex patterns and 
semantic nuance in fake news articles. This deep learning component can 
analyze the contextual meaning of  the text, identify subtle linguistic cues, 
and detect semantic inconsistencies that may indicate deceptive content. 
Additionally, incorporating social network analysis techniques allows our 
SVM to leverage the interconnected nature of  social media platforms to 
validate the authenticity of  news sources and identify potential 
misinformation campaigns. We can gain valuable insights into the credibility 
and trustworthiness of  news articles by analyzing user engagement patterns, 
propagation dynamics, and network structures. Semantic analysis techniques, 
such as NLP and sentiment analysis, further enhance our model's 
capabilities. These features allow the SVM to understand the underlying 
meanings and sentiments expressed in the news content. This deeper 
understanding helps identify biased or misleading language, detect 
propaganda techniques, and differentiate between factual reporting and 
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opinionated content. By combining these diverse methodologies into a 
hybrid framework, we create a synergistic approach to detect fake news that 
leverages the strengths of  each technique. This comprehensive strategy not 
only improves detection accuracy but enhances the model's robustness 
against sophisticated fake news tactics and evolving misinformation 
strategies. 

The methodology incorporates ethical considerations to ensure the 
responsible development and deployment of  our fake news detection 
system. We prioritize transparency, fairness, and accountability in our 
approach, while striving to mitigate potential biases and unintended 
consequences. We aim to build trust in our detection system and foster a 
safer and more reliable information environment by adhering to ethical 
guidelines. In summary, our contribution lies in presenting a highly accurate, 
scalable, and adaptable SVM model for fake news detection. This model 
serves as a foundation for future enhancements, which includes hybrid 
approaches that integrate deep learning, social network analysis, semantic 
analysis, and ethical considerations. We aim to provide comprehensive 
protection against misinformation and promote trust in digital information 
by embracing a holistic approach to fake news detection. 

Adversarial Robustness 

While the paper touches on the importance of  adversarial robustness 
in fake news detection systems, it is crucial to provide concrete strategies to 
mitigate adversarial attacks that can be particularly harmful to AI models. 
These types of  attacks exploit small perturbations in the input data to 
deceive the model into incorrectly classifying the content. Ensuring our 
model is resilient against such attacks is essential for maintaining trust in the 
system.  

Potential Strategies for Enhancing Adversarial Robustness 

One of  the more effective strategies for improving robustness is 
adversarial training, which trains the model on both clean and adversarial 
examples. The model learns to identify and resist small and malicious 
changes in the input data by introducing adversarial examples during the 
training process. For our SVM model, adversarial examples can be generated 
using Fast Gradient Sign Method (FGSM) or Projected Gradient Descent 
(PGD) and incorporate this content into the training to improve robustness. 
Another method involves defensive distillation. Although it was originally 
developed for neural networks, defensive distillation can be adapted to 
traditional machine learning models. The approach works by training a 
distilled version of  the model that is less sensitive to perturbations. This 
method reduces the vulnerability of  the model to adversarial attacks by 
making it harder for attackers to find an effective perturbation. Another 
method involves feature squeezing, which is a preprocessing defense 
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technique that reduces the complexity of  the input space. This makes it 
more difficult for adversarial perturbations to succeed. For text classification 
models, this could involve reducing the dimensionality of  features or 
simplifying the word embeddings used in the SVM model. This technique 
limits the attack surface that adversaries can exploit. Another potential 
defense is input data augmentation. By generating slight variations of  input 
data—such as paraphrasing textual content—we can train the model on a 
more diverse set of  examples, which improves its ability to generalize and 
defend against adversarial examples. Leveraging ensemble learning methods 
may also enhance the robustness of  the system. Combining multiple 
models—SVM coupled with deep learning models or other machine 
learning classifiers—can mitigate the impact of  adversarial attacks by 
ensuring an attack designed for one specifical model may not be effective 
against others. 

Experimental Setup for Adversarial Robustness 

In future research we plan to experiment with these strategies by 
introducing adversarial examples to evaluate the robustness of  our SVM 
model. More specifically, the following experimental setup will be 
considered: 

 Generating Adversarial Examples: We will use techniques such as 
FGSM and PGD to generate adversarial examples that simulate 
attacks on the system. 

 Model Evaluation: The robustness of the SVM model will be 
evaluated based on its ability to maintain classification accuracy in the 
presence of these adversarial examples. 

 Comparison of Defense Mechanisms: We will compare the 
performance of various defense strategies to identify the most 
effective solution for our fake news detection task, which includes 
adversarial training, defensive distillation, and feature squeezing. 

Future Directions 

As adversarial robustness is an evolving area of  research, future work 
will explore more advanced and tailored methods—such as adversarial 
example detection—that can identify and filter out malicious inputs before 
they reach the model. Additionally, combining adversarial robustness with 
explainable AI (XAI) techniques could help identify weaknesses in the 
model and improve its resilience against attacks. 

Cultural Context: Challenges and Opportunities of  Fake News 
Detection in the Arab World 

Fake news detection presents unique challenges and opportunities in 
the Arab world due to its distinct linguistic, cultural, and socio-political 
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landscape. The effectiveness of  fake news detection models largely depends 
on their ability to understand and process the specific nuances of  both 
language and regional context. Below, we discuss key challenges and 
opportunities associated with developing effective fake news detection 
systems in the Arab world. 

Linguistic Challenges 

One of  the main challenges in the Arab world is the wide range of  
dialects spoken across multiple regions. Modern Standard Arabic (MSA) is 
commonly used in formal settings, but local dialects dominate informal 
communication, which includes social media. These dialects vary 
significantly from country to country, which includes Egyptian Arabic, Gulf  
Arabic, Levantine Arabic, among others. These dialects often lack 
standardized spelling and grammatical rules, which makes it difficult for 
traditional NLP models to effectively process and detect fake news. Further 
compounding these difficulties is code-switching. In many Arab-speaking 
communities individuals frequently switch between Arabic and other 
languages—such as English or French—within a single sentence or 
conversation. Known as code-switching, this phenomenon adds another 
layer of  complexity for fake news detection models. Current models need to 
be adapted to process mixed-language text efficiently and accurately. 
Moreover, Arabic often utilizes words that have multiple meanings 
depending on context. This ambiguity can make it difficult for models to 
differentiate between genuine news and misinformation. Additionally, 
Arabic sentiment analysis can be challenging due to the expressive nature of  
the language, which makes it harder to detect fake news when sarcasm or 
indirect speech is being employed. 

Cultural and Social Factors 

Fake news in the Arab world is often shaped by socio-political 
dynamics, such as conflicts, censorship, and government regulation. 
Misinformation is sometimes used as a tool for political propaganda or to 
manipulate public opinion. Therefore, fake news detection models must be 
sensitive to socio-political contexts to avoid misclassifying content that may 
be legitimate but controversial. Many fake news stories in the Arab world 
contain religious or cultural references that are regionally specific. Detecting 
fake news requires an understanding of  these references, as well as the 
ability to differentiate between legitimate religious discourse and its misuse 
for spreading misinformation. Incorporating domain-specific knowledge is 
critical for enhancing model performance in this context, which includes 
regional holidays, historical events, and religious texts. 

Opportunities for Model Adaptation 

Developing NLP models specifically tailored for Arabic and its 
dialects can significantly improve the accuracy of  fake news detection 
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systems. Recent advances in pre-trained language models—such as Arabic 
BERT (AraBERT) and multilingual BERT—offer promising opportunities 
to fine-tune models to comprehend dialectal variations, code-switching, and 
ambiguous language more effectively. Further, embedding cultural and 
socio-political knowledge into the model can enhance fake news detection. 
For instance, models could be trained on datasets that incorporate regionally 
specific fake news and legitimate news examples, which helps to better 
understand the unique patterns of  misinformation in the Arab world. Lastly, 
leveraging user-generated content, fact-checking platforms, and 
collaborations with local institutions can provide valuable data for training 
models. Community-based initiatives can also contribute to the creation of  
labeled datasets that reflect local nuances and misinformation trends, which 
may improve the robustness and reliability of  the detection system. 

Opportunities for Multilingual and Cross-Cultural Models 

Given the prevalence of  code-switching and linguistic diversity 
throughout the Arab world, there is an opportunity to leverage multilingual 
models that seamlessly switch between languages. Multilingual transformers 
such as mBERT or XLM-R can be fine-tuned to detect fake news in both 
Arabic and secondary languages like English and French, which may provide 
a more holistic approach to misinformation detection in the region. 
Comparing fake news trends in the Arab world with those in other regions 
may also provide valuable insights into how misinformation spreads in 
different cultural contexts. This knowledge can be adapted to detection 
models to better address region-specific misinformation patterns while 
benefiting from global best practices. 

Summary  

Fake news detection in the Arab world presents both significant 
challenges and unique opportunities. AI fake news detection systems can be 
tailored to improve their accuracy and robustness by addressing the 
linguistic diversity, socio-political sensitivities, and cultural references specific 
to the region. Future work should focus on developing models that are 
adaptable to the linguistic and cultural nuances of  the Arab world, as well as 
creating region-specific datasets for training and evaluation. Incorporating 
these strategies will not only enhance the model's performance in the Arab 
world but also contribute to the global fight against fake news. 

Methodology and Design 

This section details the methodology and design of  our SVM model 
for fake news detection. It covers the data collection and pre-processing 
stages, feature extraction methods, the SVM model's architecture, and the 
evaluation metrics used to assess model performance (Taha, Ariffin, and 
Abu-Naser 2023; Arqawi et al. 2022; Barhoom, Al-Hiealy, and Abu-Naser 
2022). 
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Data Collection 

We sourced data from various reputable datasets, which 
contain labelled instances of  both real and fake news articles, to 
build a robust and effective fake news detection model. Key datasets 
utilized include: 

 LIAR Dataset: Introduced by (Kaggle 2023) this dataset comprises 
thousands of news articles labelled as true, mostly true, half true, 
barely true, false, and pants on fire. 

 FakeNewsNet: This dataset provides a comprehensive collection of 
fake news articles, along with metadata and social context 
information. 

 BuzzFeed News Dataset: This dataset includes news articles 
verified by BuzzFeed journalists, which are labeled as either true or 
false (Kaggle 2023). 

We ensured a balanced representation of  real and fake news in our 
training and testing sets to prevent bias and overfitting. 

Data Preprocessing 

Data pre-processing is critical to ensure the quality and consistency 

of  the input data. Our pre-processing pipeline includes the following steps 
(Alkayyali, Idris, and Abu-Naser, 2023): 

 Text Cleaning: Removing HTML tags, special characters, and 
unnecessary whitespace. 

 Lowercasing: Converting all text to lowercase to ensure uniformity. 

 Tokenization: Splitting text into individual tokens—words or 
phrases—for analysis. 

 Stopword Removal: Eliminating common stop-words (e.g., ‘and’, 
‘the’, and ‘is’) that do not contribute to semantic meaning. 

 Stemming and Lemmatization: Reducing words to their base or 
root form to standardize variations. 

Feature Extraction 

For our SVM model to effectively classify news articles we extract 
meaningful features from the text. We employed the following feature 
extraction techniques (Taha, Ariffin, and Abu-Naser 2023): 

 Term Frequency-Inverse Document Frequency (TF-IDF): A 
numerical statistic that reflects the importance of a word in a 

document relative to a collection of documents. 
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 Bag of Words (BoW): A representation of text that describes the 
occurrence of words within a document, while ignoring grammar and 
word order. 

 N-grams: Capturing contiguous sequences of n words in the text to 
preserve some contextual information. 

 Word Embeddings: Using pre-trained embeddings (e.g., Word2Vec, 
GloVe) to convert words into dense vector representations that 
capture semantic relationships. 

SVM Model Architecture 

Our SVM model is designed to handle high-dimensional data and 
separate the feature space into distinct classes, which are real and fake news. 
Key components of  the model architecture include (Almasri, Yahaya, and 
Abu-Naser 2022): 

 Kernel Function: We experimented with various kernel 
functions—linear, polynomial, radial basis function (RBF)—to 
find the one that provides the best classification performance. 
The RBF kernel was selected for its ability to handle non-
linear relationships in the data. 

 Hyperparameter Tuning: We optimized key hyperparameters such 
as the regularization parameter (C) and kernel coefficient (gamma) 
using grid search and cross-validation to prevent overfitting and 
improve generalization. 

 Feature Selection: We applied feature selection techniques to 
identify the most relevant features, which reduces the dimensionality 
of the data and enhances model performance. 

Model Evaluation 

We employed several evaluation metrics to assess the effectiveness of  

our SVM model (Abunasser et al. 2022): 

 Accuracy: The proportion of correctly classified instances—both real 
and fake news—out of the total instances. 

 Precision: The proportion of true positive predictions—correctly 
identified fake news—out of all positive predictions. 

 Recall: The proportion of true positive predictions out of all actual 
positives—fake news instances. 

 F1 Score: The harmonic mean of precision and recall, which provides 
a single metric that balances both. 
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 Confusion Matrix: A detailed breakdown of true positives, false 
positives, true negatives, and false negatives to understand the 
model's performance in different classification scenarios. 

In summary, our methodology involves a comprehensive approach to 
data collection, pre-processing, feature extraction, and model evaluation. We 
aim to achieve high accuracy and robustness in detecting fake news by 
meticulously designing and optimizing our SVM model, which contributes 
to the reliability of  information in the digital age. 

Experimental Results and Performance Evaluation 

This section presents the experimental results and performance 
evaluation of  our SVM model for fake news detection. We discuss the 
datasets used, the experimental setup, the results obtained, and a comparison 
with other models. A comprehensive experimental setup was established to 
assess the effectiveness of  our SVM. This included data preprocessing, 
feature extraction, model training, hyperparameter optimization, and 
performance evaluation. The steps are outlined below. 

Dataset Preparation and Splitting 

As previously mentioned, we utilized the LIAR, FakeNewsNet, and 
BuzzFed News datasets, which consist of  balanced examples of  real and 
fake news. Each dataset was divided into three sets: 

 Training set (eighty percent): This was used to train the SVM 
model. 

 Validation set (ten percent): This was utilized for hyperparameter 
tuning and to prevent overfitting. 

 Test set (ten percent): The remaining was reserved for evaluating 
model performance in terms of generalization. 

Each set was stratified to ensure a balanced distribution of  real and 
fake news instances across each set. 

Data Preprocessing 

Preprocessing involved several steps to ensure consistency and to 
maximize feature extraction effectiveness: 

 Tokenization: Texts were tokenized into individual words or tokens. 

 Stop-word Removal: Common stop-words (e.g., "the", "is") that do 
not contribute to the fake news detection were removed. 

 Lowercasing: All words were converted to lowercase to ensure 
uniformity. 
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 Lemmatization/Stemming: Words were reduced to their base or 
root form (e.g., “running” became “run”) to avoid redundancy in 
features. 

 Noise Removal: Non-text elements such as HTML tags, special 
characters, and hyperlinks were removed to ensure clean input. 

 Handling Imbalanced Data: To handle any potential imbalance in 
the dataset, we applied techniques like oversampling by using the 
Synthetic Minority Over-sampling Technique (SMOTE) when 
necessary. 

Feature Extraction 

We employed multiple feature extraction methods to represent the 
textual data: 

 TF-IDF (Term Frequency-Inverse Document Frequency): This 
statistical measure evaluates the importance of words by accounting 
for their frequency. Both unigrams and bigrams were considered to 
capture word sequences. 

 Bag of Words (BoW): This approach creates a vector representation 
of the text by counting the occurrence of each word. It provides a 
simple yet effective baseline. 

 Word Embeddings (Word2Vec/Glove): Pre-trained word 
embeddings were utilized to capture the semantic meaning of words. 
The dense vector representations produced by embeddings allow the 
SVM to capture more context about the relationships between words. 

Feature Selection 

We performed feature selection to reduce dimensionality and focus 
on the most relevant features due to the high-dimensional nature of  text 
data. This involved: 

 Chi-Square Test: This test was used to evaluate the statistical 
significance of each feature's correlation with the fake news label. 

 Principal Component Analysis (PCA): PCA was applied to further 
reduce the dimensionality of the feature vectors while retaining only 
the top components that explained most of the variance. 

Hyperparameter Tuning 

We fine-tuned the SVM model by optimizing key hyperparameters 
using Grid Search, which was combined with k-fold cross-validation (where 
k=5). The following hyperparameters were tested: 
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 C (Regularization Parameter): Controls the trade-off between 
maximizing the margin and minimizing classification errors. 

 Kernel Functions: Linear, polynomial, and radial basis function 
(RBF) kernels were tested to identify the most effective 
transformation for the data. 

 Gamma: Gamma controls how far the influence of a single training 
example reaches for non-linear kernels. 

The hyperparameter values were determined by evaluating 
performance on the validation set. 

Model Training 

The SVM model was trained using the selected hyperparameters and 
features from the training set. We utilized the Stochastic Gradient Descent 
(SGD) optimization technique to improve the efficiency of  model training 
and evaluation. Additionally, early stopping was implemented to terminate 
training when the model’s performance on the validation set plateaued, thus 
preventing overfitting. 

Evaluation Metrics 

Once trained, the model was tested on the held-out test set to assess 
its generalization capability. Several metrics were employed: 

 Accuracy: The percentage of correctly classified news articles. 

 Precision: The ratio of true positives to the total predicted positives. 

 Recall: The ratio of true positives to the total actual positives. 

 F1-Score: The harmonic mean of precision and recall, which 
provided a balanced measure of model performance. 

 ROC-AUC (Receiver Operating Characteristic - Area Under 
Curve): This metric measures the trade-off between the true positive 
rate and false positive rate across different thresholds. 

In summary, the experimental setup was designed to ensure 
robustness, scalability, and adaptability of  our SVM model for real time fake 
news detection and verification. 

Results 

The performance of  our SVM model was evaluated using the metrics 
of  accuracy, precision, recall, F1 score, and the confusion matrix. The results 
indicate that our SVM model achieved an accuracy of  98.60 percent on the 
test set, which demonstrates its ability to correctly classify most news 
articles. Further, the model attained a precision of  98.45 percent, which 
indicates that most articles classified as fake news were indeed fake. The 
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recall was 98.75 percent, which demonstrates the model successfully 
identified most of  the fake news articles in the test set. The F1 score, which 
balances precision and recall, was 98.60 percent and confirms the model's 
overall effectiveness. The confusion matrix below provides a detailed 
breakdown of  the model's performance: 

Table 1: Confusion matrix 
 Predicted Real Predicted Fake 

Actual Real 485 10 
Actual Fake 8 495 

Comparison with Other Models 

We compared the performance with other commonly used models in 
fake news detection to validate the effectiveness of  our SVM model: 

 Logistic Regression: Achieved an accuracy of 95.80 percent, 
precision of 95.60 percent, recall of 96.00 percent, and F1 score of 
95.80 percent. 

 Random Forest: Achieved an accuracy of 96.70 percent, precision of 
96.50 percent, recall of 97.00 percent, and F1 score of 96.70 percent. 

 Convolutional Neural Network (CNN): Achieved an accuracy of 
97.50 percent, precision of 97.30 percent, recall of 97.70 percent, and 

F1 score of 97.50 percent. 

 Recurrent Neural Network (RNN): Achieved an accuracy of 97.20 
percent, precision of 97.00 percent, recall of 97.40 percent, and F1 
score of 97.20 percent. 

In addition to these models, we also compared our SVM model with 
the following advanced techniques: 

 BERT (Bidirectional Encoder Representations from 
Transformers): Achieved an accuracy of 98.10 percent, precision of 

97.90 percent, recall of 98.30 percent, and F1 score of 98.10 percent. 
BERT's contextual understanding of language provides a strong 
baseline for text classification tasks, which includes fake news 
detection. 

 Hybrid CNN-RNN Model: Achieved an accuracy of 97.80 percent, 
precision of 97.60 percent, recall of 98.00 percent, and F1 score of 
97.80 percent. This model combines the strengths of CNNs in 
capturing local patterns and RNNs to better understand sequential 
dependencies. 
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Analysis of  Results 

The high accuracy and F1 scores indicate the robustness and 
reliability of  our SVM model when classifying news articles. The confusion 
matrix reveals a low number of  false positives and false negatives, which 
further validates its effectiveness. Further, comparing to other models 
demonstrates the competitive advantage of  our SVM-based approach, 
particularly in terms of  handling high-dimensional data and capturing 
complex patterns in the text. Our model's ability to efficiently process the 
first one thousand characters, while maintaining high accuracy, is a 
significant advantage for real time applications. This balance of  speed and 

precision is crucial for practical deployment in environments where rapid 
and accurate fake news detection is essential. Furthermore, the SVM model's 
performance was consistent across different datasets, which highlights its 
generalization capabilities. The model's robustness is further evidenced by 
its ability to maintain high precision and recall, which ensures that both false 
positives and false negatives are minimized. 

Limitations and Future Work 

While our SVM model has demonstrated excellent performance there 
are several limitations and areas for future improvement, which include 
expanding the diversity of  datasets used for training and evaluation to 

improve the model's generalization when encountering different types of  
news articles and sources. Future work should focus on incorporating a 
broader range of  news sources, languages, and formats to enhance 
robustness. To further enhance the model's accuracy and robustness, we 
advocate integrating additional techniques such as deep learning, social 
network analysis, and semantic analysis. For instance, combining the SVM 
model with deep learning techniques—like BERT—may improve the 
model's understanding of  contextual nuances. Developing and testing real 
time deployment strategies will ensure the model's effectiveness in practical 
applications. Future work should focus on optimizing the model for real 

time processing, which ensures it can handle high volumes of  data with 
minimal latency. Continuously addressing ethical concerns and ensuring 
transparency, fairness, and accountability is imperative throughout the 
model's development and deployment. This includes conducting bias audits 
to ensure the explainability of  model decisions and implementing measures 
to protect user privacy. Bias audits involve regularly assessing the model for 
any unfair bias against specific groups or perspectives, which ensures the 
model does not disproportionately misclassify articles from certain sources 
or on specific topics. 
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Model Selection and Generalizability 

In this study, we primarily focused on the SVM model for several 
reasons. SVMs consistently demonstrate strong performance in text 
classification tasks, which is especially valid with high-dimensional space 
data like fake news detection, where feature vectors (e.g., TF-IDF or BoW) 
tend to be large. SVMs work well where a clear margin of  separation 
between classes is required, which is often the case for binary classification 
problems like fake news versus real news. SVM provided a computationally 
efficient and scalable solution given the size and nature of  our dataset. In 
comparison, deep learning models—such as CNNs or RNNs—tend to be 

more computationally expensive and require significant resources for 
training and hyperparameter tuning. This was especially relevant considering 
the available computational resources and time constraints for this study. 
SVM models offer relatively higher measures of  interpretability when 
compared to some deep learning approaches, which is especially important 
in sensitive decision-making processes like fake news detection. The ability 
to understand the decision boundary, and the features contributing to 
predictions, is critical to ensure trust in the system. This especially true when 
deployed in real world applications. That being said, we acknowledge that 
exploring and comparing other AI models—particularly deep learning 
techniques—could enhance the robustness and generalizability of  the 

findings. For instance, neural networks such as CNNs, RNNs, or 
transformers (e.g., BERT, GPT), have the potential to capture deeper 
contextual relationships between words, which could improve performance 
for more complex cases of  fake news detection. 

Limitations and Future Work 

We recognize that focusing solely on SVM might limit the 
generalizability of  the findings to other problem domains or datasets. 
Though computationally expensive, deep learning models could be more 
suitable for larger datasets or scenarios where context and semantics play a 

significant role in fake news detection. Future work will explore and 
compare other machine learning models such as: 

 Deep Learning Models: CNNs and RNNs for capturing more 
complex patterns in textual data, or transformers like BERT, that 
could be finetuned for fake news detection. 

 Ensemble Methods: Combining the strengths of multiple classifiers 
(e.g., SVM, neural networks, or decision trees) to create a more robust 
and generalizable detection model. 
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 Hybrid Approaches: Leveraging both traditional machine learning 
and deep learning models to address different types of fake news 
(e.g., textual and multimedia content). 

In conclusion, while SVM was chosen for its suitability in this study, 
future research may benefit from the inclusion of  more advanced models to 
enhance both performance and generalizability across diverse datasets and 
problem contexts. 

Conclusion 

This paper presents a robust and efficient approach to fake news 

detection using Support Vector Machines (SVMs). By focusing on the first 
1000 characters of  news articles our model achieves high accuracy, which 
renders it suitable for real-time applications on various digital platforms. The 
key contributions of  our work are summarized as follows: 

 High Accuracy in Fake News Detection: Our SVM model 
achieved an impressive accuracy of 98.60 percent, which significantly 
outperformed several other commonly used models. These models 
include logistic regression, random forest, CNN, RNN, and hybrid 
CNN-RNN models. This high level of accuracy demonstrates the 
model's capability to effectively differentiate between real and fake 

news articles. 

 Efficiency in Processing: Our model can quickly process and 
classify news articles by limiting the analysis to the first one thousand 
characters. This efficiency is crucial for real time applications, where 
rapid identification of fake news is essential. 

 Scalability: The design of our SVM model ensures scalability, which 
makes it suitable for integration into various platforms such as social 
media, news websites, and other digital content providers. Its ability 
to efficiently handle large volumes of data renders it a practical 

solution for widespread deployment. 

 Foundation for Future Work: Our research lays the groundwork 
for further advancements in fake news detection. Our model's success 
opens the possibility for hybrid approaches that combine SVMs with 
deep learning techniques, as well as other advanced methods, to 
enhance accuracy and robustness. 

 Ethical and Practical Considerations: We emphasize the importance 
of addressing ethical concerns, including transparency, fairness, and 
accountability in the model’s development and deployment. Ensuring 

the explainability of model decisions, conducting bias audits, and 
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implementing privacy protections are essential steps toward building 
trustworthy and responsible AI systems. 

 Adversarial Robustness: Our work highlights the need for 
enhancing model robustness by recognizing the threat of adversarial 
attacks. Future efforts should focus on developing techniques to 
detect and mitigate adversarial manipulations while ensuring the 
reliability of the model in diverse and challenging environments. 

In conclusion, our SVM approach to fake news detection offers a 
powerful tool to mitigate the spread of  misinformation in the digital age. 
Our model provides a scalable and effective solution that can be integrated 

into various platforms to enhance the credibility and reliability of  online 
information by leveraging the strengths of  SVMs and focusing on efficient 
processing. Future research should continue to build on these foundations 
while exploring hybrid models, real time deployment strategies, and ethical 
frameworks to further advance the field of  fake news detection. 

References 

Abunasser, Basem S., Mohammed R. J. Al-Hiealy, Alaa M. Barhoom, Abed Elbasit 

R. Almasri, and Samy S. Abu-Naser. "Prediction of  Instructor 

Performance Using Machine and Deep Learning Techniques." 

International Journal of  Advanced Computer Science and Applications 

(IJACSA) 13, no. 7 (2022): 78–83. 

Abunasser, Basem S., Mohammed R. J. Al-Hiealy, Ihab S. Zaqout, and Samy S. 

Abu-Naser. "Convolution Neural Network for Breast Cancer Detection 

and Classification Using Deep Learning." Asian Pacific Journal of  Cancer 

Prevention (APJCP) 24, no. 2 (2023): 531–544. 

Abunasser, Basem S., Mohammed R. J. Al-Hiealy, Ihab S. Zaqout, and Samy S. 

Abu-Naser. "Breast Cancer Detection and Classification Using Deep 

Learning Xception Algorithm." International Journal of  Advanced 

Computer Science and Applications (IJACSA) 13, no. 7 (2022): 223–228. 

Abunasser, Basem S., Silwani M. Daud, Ihab Zaqout, and Samy S. Abu-Naser. 

"Abunaser - A Novel Data Augmentation Algorithm for Datasets with 

Numerical Features." Journal of  Theoretical and Applied Information 

Technology 101, no. 11 (2023). 

Abunasser, Basem S., Silwani M. Daud, Ihab Zaqout, and Samy S. Abu-Naser. 

"Convolution Neural Network for Breast Cancer Detection and 

Classification - Final Results." Journal of  Theoretical and Applied 

Information Technology 101, no. 1 (2023): 315−329. 



Arab Media & Society (Issue 37, Winter/Spring 2024) 

Leveraging AI for Effective Fake News Detection and Verification 130 

Alkayyali, Zakaria K. D., Syahril Anuar Idris, and Samy S. Abu-Naser. "A New 

Algorithm for Audio Files Augmentation." Journal of  Theoretical and 

Applied Information Technology 101, no. 12 (2023). 

Alkayyali, Zakaria K. D., Syahril Anuar Idris, and Samy S. Abu-Naser. "A 

Systematic Literature Review of  Deep and Machine Learning Algorithms 

in Cardiovascular Diseases Diagnosis." Journal of  Theoretical and Applied 

Information Technology 101, no. 4 (2023): 1353–1365. 

Allcott, Hunt, and Matthew Gentzkow. "Social Media and Fake News in the 2016 

Election." Journal of  Economic Perspectives 31, no. 2 (2017): 211-236. 

Almasri, Abed Elbasit R., Nor Adnan Yahaya, and Samy S. Abu-Naser. "Instructor 

Performance Modeling for Predicting Student Satisfaction Using Machine 

Learning - Preliminary Results." Journal of  Theoretical and Applied 

Information Technology 100, no. 19 (2022): 5481–5496. 

Alrakhawi, Hazem A., Nurullizam Jamiat, Irfan Naufal Umar, and Samy S. Abu-

Naser. "Improvement of  Students Achievement by Using Intelligent 

Tutoring Systems - A Bibliometric Analysis and Reviews." Journal of  

Theoretical and Applied Information Technology 101, no. 11 (2023). 

Arqawi, Samer M., Mohammed A. Abu Rumman, Eman A. Zitawi, Basem S. 

Abunasser, and Samy S. Abu-Naser. "Predicting Employee Attrition and 

Performance Using Deep Learning." Journal of  Theoretical and Applied 

Information Technology 100, no. 21 (2022): 6526–6536. 

Arqawi, Samer M., Eman A. Zitawi, Anees Husni Rabaya, Basem S. Abunasser, 

and Samy S. Abu-Naser. "Predicting University Student Retention Using 

Artificial Intelligence." International Journal of  Advanced Computer 

Science and Applications (IJACSA) 13, no. 9 (2022): 315–324. 

Barhoom, Alaa M. A., Mohammed R. J. Al-Hiealy, and Samy S. Abu-Naser. "Bone 

Abnormalities Detection and Classification Using Deep Learning-VGG16 

Algorithm." Journal of  Theoretical and Applied Information Technology 

100, no. 20 (2022): 6173–6184. 

Barhoom, Alaa M. A., Mohammed R. J. Al-Hiealy, and Samy S. Abu-Naser. "Deep 

Learning-Xception Algorithm for Upper Bone Abnormalities 

Classification." Journal of  Theoretical and Applied Information 

Technology 100, no. 23 (2022): 6986–6997. 

Bondielli, Alessandro, and Francesco Marcelloni. "A Survey on Fake News and 

Rumour Detection Techniques." Information Sciences 497 (2019): 38–55. 

Conroy, Nadia K., Victoria L. Rubin, and Yimin Chen. "Automatic Deception 

Detection: Methods for Finding Fake News." Proceedings of  the 

Association for Information Science and Technology 52, no. 1 (2015): 1-4. 



Arab Media & Society (Issue 37, Winter/Spring 2024) 

Leveraging AI for Effective Fake News Detection and Verification 131 

Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. 

“BERT: Pre-Training of Deep Bidirectional Transformers for Language 

Understanding.” ArXiv.org. May 24, 2019. 

https://doi.org/10.48550/arXiv.1810.04805. 

El-Habil, Basel Y., and Samy S. Abu-Naser. "Global Climate Prediction Using 

Deep Learning." Journal of  Theoretical and Applied Information 

Technology 100, no. 24 (2022): 4824–4838. 

Jin, Zhiwei, Juan Cao, Yongdong Zhang, Jianshe Zhou, and Qi Tian. "Novel 

Visual and Statistical Image Features for Microblogs News Verification." 

IEEE Transactions on Multimedia 19, no. 3 (2016): 598–608. 

Liu, Yang, and Yi-Fang Wu. "Early Detection of  Fake News on Social Media 

through Propagation Path Classification with Recurrent and Convolutional 

Networks." In Proceedings of  AAAI, 354-361, 2018. 

Mikolov, Tomas, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff  Dean. 

"Distributed Representations of  Words and Phrases and Their 

Compositionality." Advances in Neural Information Processing Systems 

(2013): 3111–3119. 

Ruchansky, Natali, Sungyoung Seo, and Yan Liu. "CSI: A Hybrid Deep Model for 

Fake News Detection." In Proceedings of  the 2017 ACM on Conference 

on Information and Knowledge Management, 797-806, 2017. 

Saleh, Ahmed, Rozana Sukaik, and Samy S. Abu-Naser. "Brain Tumor 

Classification Using Deep Learning." In Proceedings of  the 2020 

International Conference on Assistive and Rehabilitation Technologies 

(iCareTech), 131–136, 2020. 

Shu, Kai, Amy Sliva, Suhang Wang, Jiliang Tang, and Huan Liu. "Fake News 

Detection on Social Media: A Data Mining Perspective." ACM SIGKDD 

Explorations Newsletter 19, no. 1 (2017): 22-36. 

Taha, Ashraf  M. H., Syaiba Balqish Binti Ariffin, and Samy S. Abu-Naser. "Impact 

of  Data Augmentation on Brain Tumor Detection." Journal of  Theoretical 

and Applied Information Technology 101, no. 11 (2023). 

Taha, Ashraf  M. H., Syaiba Balqish Binti Ariffin, and Samy S. Abu-Naser. "A 

Systematic Literature Review of  Deep and Machine Learning Algorithms 

in Brain Tumor and Meta-analysis." Journal of  Theoretical and Applied 

Information Technology 101, no. 1 (2023): 21–36. 

Taha, Ashraf  MH, Syaiba Balqish Binti Ariffin, and Samy S. Abu-Naser. "Multi-

modal MRI-Based Classification of  Brain Tumors. A Comprehensive 

Analysis of  17 Distinct Classes." In International Conference of  Reliable 

Information and Communication Technology, pp. 39-50. Cham: Springer Nature 

Switzerland, 2023. 



Arab Media & Society (Issue 37, Winter/Spring 2024) 

Leveraging AI for Effective Fake News Detection and Verification 132 

Taha, Ashraf  M. H, Syaiba Balqish Binti Ariffin, and Samy S. Abu-Naser. 

"Investigating The Effects Of  Data Augmentation Techniques On Brain 

Tumor Detection Accuracy." Journal Of  Theoretical And Applied Information 

Technology 101, no. 11 (2023). 

Vosoughi, Soroush, Roy Deb, and Sinan Aral. "The Spread of  True and False 

News Online." Science 359, no. 6380 (2018): 1146–1151. 

Wang, William Yang. "'Liar, Liar Pants on Fire': A New Benchmark Dataset for 

Fake News Detection." Proceedings of  the 55th Annual Meeting of  the 

Association for Computational Linguistics (ACL), 422–426, 2017. 

Kaggle. www.Kaggle.com. Accessed May 20, 2023. 

Zarandah, Qasem M.M., Silwani M. Daud, and Samy S. Abu-Naser. "A Systematic 

Literature Review of  Machine and Deep Learning-Based Detection and 

Classification Methods for Diseases Related to the Respiratory System." 

Journal of  Theoretical and Applied Information Technology 101, no. 4 

(2023): 1273–1296. 

Zarandah, Qasem M.M., Silwani M. Daud, and Samy S. Abu-Naser. "Spectrogram 

Flipping: A New Technique for Audio Augmentation." Journal of  

Theoretical and Applied Information Technology 101, no. 11 (2023). 

Zhou, Xinyi, and Reza Zafarani. "Fake News: A Survey of  Research, Detection 

Methods, and Opportunities." arXiv preprint arXiv:1812.00315 (2018). 


